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1. Introduction 
 

Open-source statistical tools are growing and evolving at a fast pace in the R community, presenting a valuable 
opportunity to incorporate frontier methodologies into data analysis in functional magnetic resonance imaging (FMRI). As 
FMRI data analysis usually involves 3D or 4D (3D+time) datasets in a massively univariate fashion, typical computation is 
quite intensive, with runtimes ranging from a few seconds to a day or two. With various state-of-art statistical packages in 
parallel computing using R [1] becoming widely available, they can be immediately beneficial to the brain imaging 
community. Here we present a few FMRI data analysis programs written in R during the past couple of years; these are 
available for download at http://afni.nimh.nih.gov/sscc/gangc. 
 

2. Programs for FMRI data analysis 
 

(1)  Mixed-effects meta analysis (MEMA): 3dMEMA 
 

Data analysis in FMRI is typically carried out in two levels: effect size (linear combination of regression coefficients) and 
its (within-subject) variance are estimated at the 1st (individual subject) level, and group (population) inferences are 
performed at a 2nd level. The conventional approach only takes the effect size from the 1st level to the 2nd, assuming 
cross-subject variance is much larger than within-subject variance, or within-subject variance is uniform in the group [2]. In 
addition, the data are assumed to follow a normal distribution; thus outliers, when present, are not appropriately handled. 
 

Here we present a computationally efficient frequentist approach [3,4] that incorporates both variance components at the 
group level. Specifically, we use a REML method to estimate cross-subject heterogeneity in a mixed-effects meta-analysis 
(MEMA) model and estimate the group effect through weighted least squares. The program handles one-, two-, and 
paired-sample test types, and covariates are also allowed to control for cross-subject variability. In addition to the group 
effect estimate and its statistic, the software also provides a cross-subject heterogeneity estimate and a chi-square test for 
its significance, the percentage of within-subject variability relative to the total variance in the data, and a Z-statistic 
indicating the significance level at which a subject is an outlier at a particular region. 
 

Our approach is computationally economical, and generally more powerful and valid than the conventional method 
(summary statistics [2]), which ignores the effect size estimate's reliability from individual subjects.  It is also relatively 
robust against outliers in the group data when the Gaussian assumption about the between-subject variability is relaxed 
by using a Laplace distribution instead [5], whose tails can better model outliers and reduce their impact on group effect 
and its significance. 

 

(2)  Linear mixed-effects (LME) modeling: 3dLME 
 

Using the nlme [6] and contrast [7] packages, 3dLME takes effect size from each subject (at each voxel) as its only input, 
but allows more flexible designs than 3dMEMA, such as missing data and unlimited number of categorical variables and 
covariates. 3dLME can also handle conditions modeled with multiple time-dependent basis functions, and regression 
coefficients from all basis functions are analyzed in an LME model with no intercept/constant. 

 

(3)  Granger causality analysis: 1dGC and 3dGC 
 

These multivariate Granger causality analysis tools use the vars package [8], and are suited for (but not limited to) FMRI 
data. The program identifies patterns of association among brain ROIs, and generates a graphic representation of the 
identified network. Unlike previous implementations of GC analysis for FMRI [9], this technique preserves information 
concerning the sign, in addition to the direction, of prior prediction (causality) between ROI time courses from individual 
subjects all the way to the group level analysis. 

 

(4)  Miscellaneous 
 

3dICA: independent component (ICA) analysis using fastICA [10] 
3dICC: intraclass correlation analysis for two- and three-way random-effects ANOVA 
3dKS: Kolmogorov-Smirnov test using ks.test 
1dSEMr: structural equation modeling or path analysis with covariance matrix of multiple ROIs using sem [11]. 
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